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Literature review shows that the development process of an achievement 

test is mainly investigated in dissertations. Moreover, preparing a form 

that will shed light on developing an achievement test is expected to 

guide those who will administer the test. In this line, the current study 

aims to create an “Achievement Test Development Process Control 

Form” and investigate the achievement tests for Maths based on this 

form. Document analysis was conducted within the framework of 

qualitative research and was done based on descriptive analysis. Within 

the scope of the research, 1683 articles published in designated journals 

between 2015-2020 were reviewed. It was determined that a mathematics 

achievement test was developed in 39 of these articles, which were coded 

on the control form. The articles that were included in the scope of the 

current study were investigated in terms of the type of items used in the 

tests, the theory or practice on which the test was developed, the use of 

rubric for open-ended items, the number of items in the pilot and final 

form, features of the test form as well as those pertaining to the table of 

specifications, the features of item pool, the evaluation of pilot testing, 

the evaluation of real study, test validity and reliability, and the setting in 

which tests were administered. The current study findings show that 

mostly an item pool was not prepared, the pilot application was not 

conducted or was not specified, and even if it was conducted, item 

analysis was not performed, test forms or example items were not 

included in the articles, and there were some deficiencies regarding 

validity. On the other hand, it was clear that the articles mostly specified 

the test goal and reported the reliability coefficient. In light of the current 
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findings, some suggestions are provided for test developers and those 

who will administer these tests. 

Introduction 

Educational assessment and evaluation can be used for the purposes of diagnosis and 

formalization as well as identifying one’s level, while it has been one of the leading ways to 

identify students’ level of achievement. The concept of achievement is related to the changes 

in cognitive behaviours that can be altered through teaching or education, and it is specifically 

associated with three fundamental concepts: Knowledge, skills, and abilities. The concept of 

knowledge requires remembering or understanding for learning principles and facts. The 

concept of skill refers to cases that can be observed and includes a performance. Lastly, the 

concept of ability means the use of knowledge and skills together, while its development 

requires a long time period (Haladyna, 2004). Considering the system approach in education, 

it is possible to identify students’ achievement for the behaviours determined in accordance 

with the elements of input, process, and outcome. For example, identifying students’ level of 

readiness serves the goal of evaluating the input of educational system. On the other hand, 

questioning the level of achieving learning at the end of a class serves the goal of identifying 

the element of output. As constructive approach is commonly adopted today, the concept of 

formative evaluation has turned out to be more important, and the main goal is now to 

monitor students’ learning. Identifying students’ level of achievement is also helpful about 

monitoring students’ learning throughout the process.  

It is obvious that achievement tests are commonly used in order to identify students’ success. 

Tests are assessment and evaluation instruments used for identifying the amount or degree of 

learning numerically in an environment designed by developers (Haladyna, 2004). Cronbach 

(1990, p. 37) divides tests into two as typical response tests and maximum performance tests. 

Typical response tests measure psychological constructs such as attitude, perception, 

personality, motivation, or interest, while such tests do not include items with a correct 

answer. In such tests, individuals generally focus on self-reporting rather than answering the 

item correctly. On the other hand, maximum performance tests include achievement tests, 

intelligence tests and aptitude tests. In these tests, individuals are expected to display the 

highest performance. Considered as one of the maximum performance tests, achievement 

tests can be developed by teachers, or they can be standard tests. It is of vital importance to 

follow the steps of developing an achievement test in order to ensure that achievement tests 

measure the intended type of success in line with its purpose and to be sure that they are free 

of mistakes as much as possible. While there are quite many resources that define the process 

of developing an achievement test in detail, Figure 1 shows the processes suggested by 

Crocker and Algina (2006, p. 66); Downing and Haladyna (2011, p. 3-24) and Irwing et al. 

(2018, p. 4). 



Participatory Educational Research (PER), 10 (1);251-274, 1 January 2023 

Participatory Educational Research (PER) 

 
-253- 

 

Figure 1. Achievement test development process. 

Considering the processes of developing an achievement test given in Figure 1, it is obvious 

that all resources depict a similar flow.  Furthermore, there are some standards suggested by 

widely-acknowledged bodies about developing an achievement test such as American 

Educational Research Association (AERA), American Psychological Association (APA) and 

National Council on Measurement in Education (NCME).  Figure 2 shows the process of 

developing an achievement test in line with the given standards. 

 

Figure 2. The steps of the process of developing a standard achievement test. 

According to Figure 2, the process of developing a test requires a systematic approach 

regarding the validity of the test scores and the decisions based on this, which makes it a 
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priority to create a test plan (Lane et al., 2016). In other words, creating a test plan and 

following the steps included in the plan provide test developers with a standard as well as 

evidence of validity. Standards for Educational and Psychological Testing list five steps to be 

followed while developing a test (AERA et al., 2014). The first of these steps is to determine 

the test characteristics. At this step, the issues to decide on include goal of the test, content of 

the test, item format (question, performance task, etc.), how to receive responses, how to 

conduct scoring, length of the test, procedure to administer the test (paper-based, computer-

based), systems to develop the items and test. The goal of a test can be to choose, reveal 

proficiency, classify, and do screening (Turgut, 1992).  The scope of the exam, its degree of 

difficulty, the format of the items to be included in the exam, the length of the exam, and alike 

can all change in accordance with the goal of the test.  

The second step of developing a test is to write and review items. At this stage, it is necessary 

to create an item pool, review items and conduct a pilot testing, do the analysis regarding the 

pilot testing, create a rubric if needed due to the item format and examine scorer reliability.  

Creating a table of specifications at this stage is of vital importance for content validity. Table 

of specifications can be considered as a more specified version of the test plan because it is a 

draft plan about what to do until the test form is created (Çetin, 2019). Table of specifications 

includes topics, learning outcomes, qualities that students will acquire, taxonomic level and 

number of questions per learning outcome. Another important decision in pilot testing is how 

to determine the sample. The first thing to do here is to choose a representative sample. While 

it is appropriate to have a randomly chosen sample group with enough participants as the 

students constitute a homogeneous structure, stratified sampling method can be adopted if the 

group of students is heterogenous or if it is possible to choose students from schools of 

different success levels. There are different criteria in the literature to determine the number 

of students. According to these different criteria, the number of students can vary between 

120 and 400 (Özçelik, 1992), it is necessary to have a large group of sample with 100 to 200 

participants (Crocker & Algina, 2006) and it is important to proceed with care when the 

sample is larger than 200 participants (Haladyna, 2004).  

At the end of the pilot testing, it is necessary to investigate the validity and reliability of the 

test. At this stage, it is possible to obtain item and test statistics. The statistics to be calculated 

at this stage include item discrimination index, item difficulty index, distractor analysis, test 

reliability and scorer reliability.   

Combining and evaluating the test forms is the third step of developing a test. It is important 

to ensure that the items are located on each test form in line with the appropriate rules (not 

including clues or not including similar items on the same test form, and so on) after receiving 

expert opinions.  The fourth step requires developing procedures and materials for 

administration and scoring. At this stage, an instruction to administer the test is prepared, and 

some reliability procedures are developed both for administering and scoring the test. The last 

step is test revision. At this stage, the test is revised through reviewing test instructions on 

how to administer the test and answer the items in the test periodically, making the necessary 

changes if there is a change of content in the test, reflecting the changes about the curriculum 

on the test, changing the time to administer the test if necessary. 

As is clear, developing a test consists of a series of steps that should be followed carefully. 

These steps about developing, administering, and evaluating a test should be followed 

meticulously for the reliability and validity of the decisions made about the students. First and 

foremost, test developers need to identify the goal of the test as well as the qualities of the 
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group for whom the test will be used. At this stage, there are some other significant elements 

to be considered such as experiences of the test developers, receiving expert opinion from 

different fields and examining the experiences of the group for whom the test will be used. 

Shortly, collecting evidence for the goal is an important component of test development. 

Depending on the recently combined concept of validity about collecting the necessary 

evidence to identify validity (Messick, 1995), researchers can consider combining the 

evidence as to the meaning, interpretation and use of the test scores. Unlike traditional 

validity, combined validity does not differentiate content, criterion, and construct validity. 

Considering the combined validity based on collecting evidence, collecting evidence only for 

content validity, which is a kind of traditional validity, in the process of developing an 

achievement test can be a mistaken and deficient approach. In this line, during the process of 

developing an achievement test, it is important to collect evidence on what test scores mean, 

how they will be interpreted and used. The evidence can include preparing a table of 

specifications, receiving expert opinions, etc. as well as confirmatory factor analysis (CFA), 

explanatory factor analysis (EFA), examining correlation with a converging or discriminating 

structure, and others.   

Literature review shows that different measurement tools are developed/adapted and 

administered for different purposes in different fields. Most frequently preferred tools are 

achievement tests and scales. There are also quite many studies in the literature that focus on 

examining the qualities of the processes of developing and adapting a scale (Acar-Güvenir & 

Özer-Özkan, 2015; Boztunç-Öztürk et al., 2015; Delice & Ergene, 2015; Ergene, 2020; Mor-

Dirlik, 2014; Şahin & Boztunç-Öztürk, 2018). However, literature review shows that there is 

a limited number of studies that focus on examining test development in terms of the 

necessary criteria.  Evrekli et al. (2011) conducted a study to examine graduate dissertations 

in the field of science education for the aim of identifying the related deficiencies.  They 

developed a form called “Thesis Evaluation Form” to examine the method part of the 

dissertations.  Also, Karadağ (2011) carried out a study to examine the qualities of assessment 

tools used in doctoral thesis in the field of educational sciences and the type of mistakes they 

had. The researcher developed a form called “Evaluation Form” to examine 5 items in the 

dimension of achievement test in order to identify the general quality of the measurement 

tools as well as their qualities differing according to the type. Mutluer and Yandı (2012) 

aimed at examining the steps of developing achievement tests included in graduate 

dissertations. Boyraz (2018) also carried out a study to examine the steps of developing an 

achievement test in doctoral dissertations in the field of primary education. In this line, the 

researcher developed an 8-category “Achievement Test Development Rubric” and examined 

the tests of multiple-choice questions according to this rubric. 

Literature review shows that studies on developing an achievement test mostly focus on 

describing the process of developing an achievement test in dissertations. Unlike other studies 

in the literature, the current study aims at describing the process of developing an 

achievement test in an article. Examining the articles included in the current study will reveal 

the facts about the published studies, which will contribute to the literature in terms of 

identifying the deficiencies or limitations of the process of developing a test. Furthermore, the 

“Achievement Test Development Processes Control Form (ATDPCF)” created to examine the 

articles will contribute to teachers and researchers who develop a test in their field in terms of 

providing guidance.   
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Method 

Type of the Study 

The current study aims at developing an achievement test assessment form and 

examine the articles that focused on developing achievement tests for maths. In this line, the 

researchers reviewed the literature on the process of developing an achievement test and 

created a preliminary form. After that, expert opinion was taken from five experts for this 

form in the context of content validity. Revised in line with the expert opinions, the form was 

updated based on the studies in the literature developing a maths achievement test after 

examining articles published in some Turkish journals indexed in Social Sciences Citation 

Index (SSCI) and Emerging Sources Citation Index (ESCI). Furthermore, this form revealed 

the recent trends in developing a maths achievement test appearing in the articles included in 

the indexed journals. As the form was revised after reviewing the literature, the current study 

is a study of document analysis, which is a qualitative study. Additionally, it is a descriptive 

study as the researchers reviewed the articles that developed a maths achievement test and 

coded them according to the created form for the purpose of revealing the process of 

developing an achievement test. 

Study Group  

In line with the purpose of the first stage of the current study, the researchers reviewed 

1683 articles published in Education and Science Journal (Journal A), International Journal of 

Assessment Tools in Education (Journal B), Eurasian Journal of Educational Research 

(Journal C), Pegem Journal of Education and Instruction (Journal D) and Hacettepe 

University Journal of Education (Journal E) between the years 2015-2020. It was determined 

that the area where most tests were developed was mathematics (f=39; 31,45%) from these 

articles. For this reason, we choose the articles for which the mathematics test was developed 

as the study group. The researchers firstly reviewed the full text version of 1683 articles in 

order to choose the final data, chose 39 articles (Appendices 1) that developed an 

achievement test for maths and coded them according to ATDPCF. Table 1 shows the 

frequency and percentage distribution for the articles published in the indexed journals.  

Table 1. The frequency and percentage distribution table for the articles published in the 

indexed journals 
Journal Code Total number 

of article (%) 

The number of articles 

that developed an 

achievement test in maths 

(%) 

The ratio of articles that 

developed maths 

achievement test to total 

articles  

Journal A 510(%30,30) 7(%17,95) %1,37 

Journal B 181(%10,75) 1(%2,56) %0,55 

Journal C 414(%24,60) 9(%23,08) %2,17 

Journal D 203(%12,06) 10(%25,64) %4,93 

Journal E 375(%22,28) 12(%30,77) %3,20 

Total 1683 39  

As is seen in Table 1, when the number of articles developing a maths achievement test was 

compared to the number of all articles, it was clear that Journal D had the highest proportion 

with 4,93% and Journal B had the lowest proportion with 0,55%. 
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Data Collection Tools  

The statements included in ATDPCF were created by the researchers after reviewing 

the literature.  The first version of the form was reviewed by five experts of educational 

assessment and evaluation, and the form was finalized to be ready for use to examine the 

articles after making the necessary changes according to the expert opinions. Moreover, new 

statements were added to the form after receiving expert opinions when some criteria that 

were not included in the form appeared during the review. The final version of the form 

according to which coding was conducted included four parts. The first part included a record 

of the article (title of article, writer(s) etc.), the second part included some demographic 

information about the journal (the number of articles that developed an achievement test in 

maths / in all fields etc.), the third part included some general information on an achievement 

test (type of the item in the test, number of items in the pilot and final form etc.) and the last 

part included some details on the process of developing an achievement test  (creating item 

pool, evidence of validity and reliability and so forth). 

Data Collection Techniques  

The data were collected via reviewing articles published in Journal A, B, C, D and E 

between the years 2015-2020. The reason why the researchers chose the aforementioned 

journals is that they are journals published in Turkey and indexed in Web of Science (WOS), 

SSCI or ESCI. WOS was the preferred index because it is widely recognized in the field of 

education all around the world at an international level. During this process, the articles 

published in the mentioned journals that developed an achievement test in maths and in other 

fields were filed separately. 39 of the 1683 articles that were reviewed developed an 

achievement test for maths. Moreover, the number of articles that developed an achievement 

test in other fields is 85. Articles were coded by the two coders independently in order to 

calculate percentage of agreement (Miles & Huberman, 1994, p. 64). The percentage of 

agreement calculated to be %99,05, which means that inter-coder reliability was high. The 

data that led to an unconformity were re-examined and updated. 

Data Analysis  

The study data were analyzed via descriptive analysis. Descriptive analysis refers to 

summarizing the data in accordance with the previously determined themes, and it consists of 

four stages. At the first stage, a framework is created for the analysis. In this line, the first 

stage of this study was to review literature and create a first form based on expert opinions. 

The second stage requires filling the data in the thematic framework. In the current study, the 

data in the 39 articles mentioned above were coded in line with the items included in the 

forms created at the first stage. The third and fourth stages of a descriptive analysis are 

describing and interpreting the data respectively. Within the framework of the current study, 

the data that were processed in line with the last two stages of a descriptive analysis were 

described and interpreted receiving support by the details in the coded articles (Yıldırım & 

Şimşek, 2013). Moreover, the data gathered from the articles were coded on Microsoft Excel 

and frequency/percentage were calculated. 
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Results  

Type of Items Used in the Test  

When the published articles were reviewed to see the type of items, it was clear that 

achievement tests used in 13 (33,33%) of the reviewed articles included multiple-choice tests, 

21 (53,85%) of the articles included tests with open-ended items, one (2,56%) of them 

included a test with items of mixed type. Furthermore, achievement was measured through a 

diagnostic branched tree (DBT) in one of the articles (2,56%). On the other hand, the items in 

mixed-type tests were open-ended and multiple-choice. Moreover, three (7,69%) of the coded 

articles did not specify the type of the items in the test. 

The Test Theory Used in the Process 

The researchers also examined on which test theory were based for developing the 

achievement test. The analysis showed that 36 (92,31%) of the 39 articles included 

achievement tests relying on classical test theory (CTT). Among these 36 articles, one of the 

articles additionally took the advantage of item response theory (IRT), while one other 

additionally relied on Rasch analysis, which is based on IRT. Two (5,13%) of the 39 articles 

included tests that were developed via analysis depending on IRT. One (2,56%) of the articles 

relied on individualized computer-based test. 

Using Grading Key for the Tests with Open-Ended Items  

When the articles were examined to see the use of grading keys, it was clear that out 

of 21 articles that included open-ended test items, 13 (61,90%) of them developed a grading 

key, while one (4,76%) of them used a ready-made grading key that was developed within the 

scope of PISA. Seven (33,33%) of the articles either did not use a grading key or specify if a 

grading key was developed. The researchers also examined the type of the grading keys in 13 

articles that developed a rubric. In this line, six (46,15%) of the articles used a holistic rubric. 

In the light of this, it is possible to say that a holistic rubric was used in grading in general. 

Moreover, three (23,08%) of the articles stated to have used partial grading. Additionally, two 

(15,38%) of the articles conducted grading in line with the dimensions of the taxonomy, 

which was used to develop the achievement test, while an answer key was prepared in one 

(7,69%) article, and one (7,69%) of the articles used a rating scale.  

The researchers also examined if the 13 articles which developed a rubric also included the 

rubric itself or an example of it. In this line, it was seen that eight (61,54%) of the articles 

included the rubric, whereas five (38,46%) of them did not include the developed rubric.   

Number of Items in the Draft and Final Form  

Out of 38 articles in which the type of items was not DBT, four (10,53%) of them did 

not specify the number of items in the draft form. The article which used a computerized 

adaptive testing (CAT) that the number of items in the draft item pool was 838. It was clear 

that the number of items in the draft form varied between 3 and 124 in other 33 articles. When 

the researchers examined the number of items in the final forms, one (2,56%) of the articles 

did not specify the number of items in the final form. In the article which relied on CAT, there 

were 752 items in the final item pool, the number of items in the form applied to the students 

was 80. In the article which measured achievement in maths with DBT, the test included five 

items which the students were supposed to respond. The number of items in the remaining 36 
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articles varied between 3 and 80. Also, the number of items in the draft form and final form 

was equal in 21 (53,85%) of the articles.   

Including Test Form, Examples of Items and Instruction   

When the articles were examined to see if the articles included the test forms, it was 

clear that there were eight (20,51%) articles that included the whole test form, while one 

(2,56%) article also included all the items in the test as it organized the findings in terms of 

each test item. However, 30 (76,92%) of the articles did not include the test form. On the 

other hand, none of the eight articles that included the test form had an instruction (0,00%). 

Additionally, there was one (3,33%) article that included an instruction although it did not 

include the test form.  When the articles were examined to see if they included an example 

item, 12 (40,00%) of the 30 articles that did not include the whole test form included 

examples of items. Out of these 12 articles, one (8,33%) of them included all the items (3 

items). 18 (60,00%) articles did not even include an example item.   

Including the Test Goal 

When the articles were examined to see if they specified the test goal or not, it was 

seen that 36 (92,31%) of the 39 articles reported the test goal. On the other hand, three 

(7,69%) of them did not include the test goal. When the researchers examined the articles to 

see if they reported for which subject the test was developed, they noticed that 34 (87,18%) of 

the articles reported about the subject, five (12,82%) of them did not report it. On the other 

hand, the analysis showed that the study group at which the tests were used were reported in 

all the articles. Table 2 shows for which study group the tests were developed.   

Table 2. Frequency and percentage distribution of study groups for the developed maths 

achievement tests  
Study group The number of articles (f)  The percentage of articles (%) 

Teachers 1 2,56 

University 7 17,95 

9th, 11th and 12th Grade 6 15,39 

5th, 6th, 7th and 8th Grade 22 56,41 

1st, 3rd and 4th Grade 3 7,69 

Total 39 100 

As is seen in Table 2, the highest number of maths achievement tests were developed at 

secondary school level. There was only one article that developed an achievement test for 

teachers. 

Results Regarding the Table of Specifications  

Table 3 shows the frequency and percentage distribution for including table of 

specifications in the article, receiving expert opinions in articles with a table of specifications, 

and the information on the taxonomy used in the table of specifications.   
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Table 3. Frequency and percentage distribution for table of specifications and receiving expert 

opinions 
The status of prepared table of specification 

Articles that prepared table of specification or give 

information about subject/objectives and item distribution  

Articles that did not prepare or give any 

information on the table of specifications  

9(%23,08) 30(%76,92) 

The status of received expert opinion on the prepared table of specifications. 

Received Did Not Receive or Give Any Information 

2(%22,22) 7(%77,78) 

The status of taxonomies that used to prepare the table of specifications 

Informed Did Not Inform 

3(%33,33) 6(%67,77) 

As is seen in Table 3, most of the articles included in the current study did not give any 

information on the table of specifications (f=30; 76,92%). On the other hand, there were nine 

(23,08%) articles that prepared a table of specifications or included details such as 

subject/objectives and item distribution. Also, there were only two (22,22%) articles that 

received expert opinion on the prepared table of specifications. When the researchers 

examined the qualifications and the number of experts whose opinions were received about 

the table of specifications, it was clear that one of the articles obtained opinions of three 

classroom teachers, three academicians in the field of maths teaching, one academician in the 

field of educational measurement and assessment, one academician in the field of curriculum 

and instruction, whereas the other article received opinions from one academician in the field 

of maths teaching and four maths teachers. When it comes to the taxonomy used to prepare 

the table of specifications, six (66,67%) of the articles did not include an information on 

taxonomy, three (33,33%) of the articles specified the taxonomy that was used. Out of the 

three articles that specified the used taxonomy, one of them stated to have used the criteria of 

Dienes principles, while one other relied on Bloom taxonomy. One other article specified that 

the items were prepared in line with the levels of graph interpretation by Curcio (1987). 

Results Regarding the Item Pool  

Table 4 shows the results on creating an item pool, receiving expert opinions for the 

items in the pool, specifying the resources which were used to write items and the use of 

previously created ready items.  

Table 4. Frequency and percentage distribution for item pool, expert opinion and use of 

previously created ready items  
Yes No/Did Not Informed 

Creating 10(%25,64) 29(%74,36) 

Receiving expert opinion 7(%70,00) 3(%30,00) 

Giving information about used sources 18(%46,15) 21(%53,85) 

Using ready items 13(%33,33) 26(%67,67) 

 As is seen in Table 4, out of 39 articles, an item pool was created in 10 (25,64%) articles. 

Seven of these articles received expert opinions. Furthermore, in one of the seven articles, it 

was stated that the items were created by experts themselves. The number of experts varied 

between 2 and 15 in these seven articles. When the researchers examined in which fields the 

experts were studying, they found out that the experts were studying in the fields of maths 

teaching, maths teachers, classroom teachers, educational assessment, and evaluation as well 

as curriculum and instruction. Another feature about the experts was that there was no expert 

of language.  
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As is seen in Table 4, when it comes to specifying the resources that were used to write items, 

the resources were specified in 18 articles, while 21 of the articles did not include any 

information about the resources. Furthermore, considering creating item pool, the researchers 

found out that 26 of the articles did not use any previously created ready items. The 

researchers also examined how many ready items were used in the articles that made use of 

ready items. In two of these 13 articles, there was no information about the number of ready 

items used in the article. In three of the articles, some of the items were previously written, 

whereas all the items were ready in the remaining eight articles. The number of ready items 

used in the articles varied between 2 and 124.   

Results Regarding Pilot Testing  

When the researchers examined whether a pilot testing was conducted, they found out 

that there were 17 (43,59%) articles that did not give any information if a pilot testing was 

conducted or not, while there were 18 (46,15%) articles that conducted a pilot testing. In two 

(5,13%) of the remaining four articles, it was stated that a selection was made by using the 

statistics of the ready items. Moreover, one (2,56%) of the articles itself was a pilot testing, 

while one (2,56%) of them conducted a pilot testing in another study earlier. When the 

researchers examined the number of participants with whom a pilot testing was conducted, 

they concluded that five (27,78%) of the articles did not give any information about that. In 

13 (72,22%) articles that gave information about that, the number of participants varied 

between 15 and 1130. Table 5 shows the frequency and percentage distribution for the 

analysis conducted in articles that used a pilot testing.  

Table 5. Frequency and percentage distribution for the analysis conducted during pilot testing  
Yes No/Did Not Informed 

Distractor Analysis (MCI=7) 1(%14,29) 6(%85,71) 

Item Discrimination 8(%44,44) 10(%55,56) 

Item Difficulty 6(%33,33) 12(%66,67) 

Reliability 11(%61,11) 7(%38,89) 

Factor Analysis 0(%0,00) 18(%100,00) 

Others 0(%0,00) 18(%100,00) 

As is seen in Table 5, out of 14 articles that used multiple-choice item, seven articles 

conducted a pilot testing, and a distractor analysis was done only in one (14,29%) of the 

articles.  However, no distractor analysis was conducted in the other six articles. The article 

that conducted a distractor analysis did not specify the program with which the analysis was 

done. Considering the findings about item discrimination in pilot application, the number of 

articles that examined item discrimination (f=8; 44,44%) was lower than the number of 

articles that did not (f=10; 55,56%). On the other hand, the two (25,00%) articles that 

examined item discrimination did not give any information about the statistics with which the 

analysis was conducted. Six (75,00%) articles that gave information about item discrimination 

made use of one or a few of item discrimination index, item-total correlation, item-remainder 

correlation, upper group-lower group discrimination and independent groups T test results. 

Moreover, none of the articles specified the program with which discrimination was 

calculated. The researchers also found out that the number of articles that examined item 

difficulty in the pilot testing (f=6; 33,33%) was lower than the number of articles that did not 

(f=12; 66,67%). Moreover, the articles that examined item difficulty after the pilot testing 

also examined item discrimination. In this case, in two (11,11%) articles, item difficulty was 

not examined, while item discrimination was examined. Additionally, none of the articles 

specified the program with which item difficulty was calculated.  
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As is seen in Table 5, which shows the findings on examining reliability coefficient in the 

pilot testing, there were 11 (61,11%) articles that examined reliability, while there were seven 

(38,89%) articles that did not. When the type of reliability coefficient was examined, out of 

11 articles, three of them (27,27%) calculated Cronbach alfa, six of them (54,55%) calculated 

KR-20, one of them (9,09%) calculated KR-21 and one of them (9,09%) calculated rater 

reliability. There was only one (9,09%) article that gave information about the program with 

which reliability was calculated, and the program was stated to be SPSS. When the 

researchers examined the findings about the factor analysis in the pilot testing, it was seen that 

none of the articles (f=18; 100,00%) conducted factor analysis. Lastly, when the articles were 

examined to see if they included any other analysis within the scope of the psychometric 

qualities of the test, it was clear that none of the articles (f=18; 100,00%) included additional 

analysis.  

Table 6 shows the frequency and percentage distribution for the analysis at the end of the pilot 

testing.  

Table 6. Frequency and percentage distribution for the changes in the item pool at the end of 

the pilot testing  
Yes No/Did Not Informed 

As a result of the pilot test, were any changes/improvements made 

in the items? 

3(%16,67) 15(%83,33) 

Were items removed from the test as a result of the pilot test? 8(%44,44) 10(%55,56) 

If items were removed, did any information give about these items 

how affect content validity? 

0(%0,00) 8(%100,00) 

After the pilot test, was the expert opinion taken to remove the 

item or to make changes/improvements? 

2(%11,11) 16(%90,09) 

As is seen in Table 6, there are three (16,67%) articles which made changes/improvements at 

the end of the pilot testing. When these three articles were examined, it was clear that none of 

them reported how many items were changed. However, in one of them, it was stated that the 

changes made to the items were about language and mechanics. Also, there are two (5,13%) 

other articles that made changes/improvements depending on the expert opinions although 

they did not conduct a pilot testing. These articles did not give any information about the 

number of items that were changed. When the researchers examined the experts that 

contributed to changes/improvements in the items, it was seen that in one of articles, opinions 

of three maths teachers and three academicians were received, while in the other article, two 

academicians gave opinion. Considering the removal of items at the end of the pilot testing, 

there were eight (44,44%) articles that removed items, whereas there were 10 (55,56%) 

articles that did not remove any items from the tests. None of the eight articles in which an 

item was removed reported how removing the items affected content validity. Moreover, in 

these eight articles, the number of items removed from the tests varied between 1 and 38.  

When the researchers examined the articles to see if expert opinion was received to make any 

changes/improvements in the items or remove items after the pilot testing, they found out that 

only two (11,11%) of the 18 articles received expert opinion. In the remaining 16 articles, no 

expert opinion was received even though there was a change/improvement in the items and 

item pool, which means that the changes/improvements were not based on expert opinions. In 

one of the two articles that received expert opinions, there was no information about the 

experts, whereas the experts whose opinions were received were an academician and two 

BILSEM teachers in the other article. 
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Results About the Real Study 

Table 7 shows the frequency and percentage distribution for the analysis conducted in 

the real study.  

Table 7. Frequency and percentage distribution for the analysis conducted in the real study  
Yes No/Did Not Informed 

Distractor Analysis (MCI=14) 1(%7,14) 13(%92,86) 

Item Discrimination 10(%25,64) 29(%74,36) 

Item Difficulty 8(%20,51) 31(%79,49) 

Reliability 22(%56,41) 17(%43,59) 

EFA/CFA 4(%10,26) 35(%89,74) 

Others 6(%15,38) 33(%84,62) 

As is clear in Table 7, out of 14 articles that used a multiple-choice test including the mixed 

tests, distractor analysis was conducted only in one (7,14%) article. This article did not 

specify the program with which distractor analysis was conducted. Considering the findings 

about item discrimination in the real study, the number of articles that examined item 

discrimination (f=10; 25,64%) was lower than the number of articles that did not (f=29; 

74,36%). In five (50,00%) articles that examined item discrimination, there was no 

information about which statistics was used to calculate item discrimination. In five (50,00%) 

articles that specified the statistics used to examine item discrimination, the specified statistics 

included item-total correlation, upper group-lower group discrimination, a parameters and 

multifaceted Rasch.  In terms of item discrimination, the programs of MULTILOG 7.03 and 

IRTPRO were used in two (33,33%) articles that predicted a parameter depending on IRT, the 

program called FACETS was used to make a prediction in one (16,67%) article that relied on 

multifaceted Rasch. Moreover, in one (16,67%) article, the program TAP was used. In the 

other two (33,33%) articles, the program that was used to calculate item discrimination was 

not specified. 

As is seen in Table 7, the number of articles that examined item difficulty in the real study 

(f=8; 20,51%) was lower than the number of articles that did not (f=31; 79,49%). Moreover, 

item discrimination was examined in all articles that examined item difficulty after the real 

study. Also, item difficulty was not examined although item discrimination was examined in 

two (5,13%) articles. Considering the programs with which item difficulty was calculated, the 

programs of MULTILOG 7.03 and IRTPRO were used in two (66,67%) articles that predicted 

b parameter depending on IRT, whereas the program called TAP was used in one (33,33%) 

article.   

Considering the findings on reliability in the real study, the number of articles that calculated 

reliability coefficient (f=22; 56,41%) was higher than the number of articles that did not 

(f=17; 43,59%). When the researchers examined the reliability coefficients reported in the 

articles, they found out that the articles used one or more of coefficients including Cronbach 

alfa, Cohen kappa, KR-20, reverse of standard deviation, reliability based on IRT, 

multifaceted Rasch reliability index, Spearman-Brown split half, Kendall coefficient of 

concordance. Moreover, in some of the articles, the expression of coder/rater reliability was 

used although the type was not specified. When the researchers reviewed the articles that 

reported reliability coefficient to see if they stated why the related reliability coefficient was 

chosen, they concluded that only three (13,64%) of the articles specified the reason of the 

choice. Lastly, considering the findings about the program with which reliability coefficient 

was calculated, 18 (81,82%) articles did not specify the program used. In the remaining four 
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(4,55%) articles, the programs used were respectively FACETS, MULTILOG 7.03, SPSS and 

TAP.   

When the researchers examined the articles to see if they conducted EFA/CFA or not, they 

found out that a factor analysis was conducted in four (10,26%) articles. EFA was conducted 

in three (75,00%) of these articles, while a factor analysis was done but the type was not 

specified in one (25,00%) of them. At the end of EFA, two of the articles were found to be 

one dimensional, while one of the articles was found to be six dimensional. In the article that 

did not specify the type of the factor analysis, there was five one-dimensional sub-tests. 

Moreover, the three articles that conducted EFA gave information about the amount of 

variance, and the variance explained varied between 30,84% and 53,59%. On the other hand, 

there was only one (33,33%) article that reported the program with which EFA was 

conducted. It was seen that none of the articles conducted CFA. Considering the use of other 

analysis within the scope of the psychometric qualities of the test, 33 (84,62%) of the articles 

did not include any additional analysis, while additional analysis was conducted in six 

(15,38%) of the articles. The statistics of these analysis included mean and standard deviation 

of the items, correlation between the item difficulty of parallel forms and the significance of 

the average difference between the forms, test discrimination, average point biserial 

correlation value as well as skewness and kurtosis coefficients. Moreover, in one of these six 

articles, analysis was conducted based on CAT. Considering the information on the program 

that was used in the articles including additional analysis, there was only one (16,67%) article 

that stated that the analysis was conducted via SPSS, while the other five (83,33%) articles 

did not give information about the program. Considering the number of participants in the real 

study, this number varied between 3 and 865.  

Results about Reliability and Validity  

The researchers examined the articles to see if they reported reliability coefficient 

separately in pilot testing and real study. No matter if it was in the pilot testing or real study, 

there were 33 (84,62%) articles that reported reliability coefficient. On the other hand, six 

(15,38%) of the articles did not report reliability coefficient in either pilot testing or real 

study. In this line, it is possible to say that the number of articles that reported reliability 

coefficient was higher than the number of articles that did not. Out of 33 articles that reported 

reliability coefficient, there were 11 (33,33%) articles that reported reliability coefficient only 

in the pilot testing, while there were 20 (60,61%) articles that reported reliability coefficient 

only in real study. Moreover, two (6,06%) of the articles reported reliability coefficient both 

in the pilot testing and real study.   

Table 8 shows the frequency and percentage distribution for the types of validity. 

Table 8. Frequency and percentage distribution for the types of validity  
Yes No/Did Not Informed 

Content Validity 23(%58,97) 16(%41,03) 

Construct Validity 6(%15,38) 33(%84,62) 

Criterion-Related Validity 3(%7,69) 36(%92,31) 

Out of 39 articles that developed a maths achievement test, there was evidence of content 

validity in 23 (58,97%) articles. On the other hand, there was no evidence of content validity 

in 16 (41,03%) articles. Considering the evidence regarding content validity in these 23 

articles, 14 (60,87%) articles received expert opinions, eight (34,78%) articles both received 

expert opinions and prepared a table of specifications, one (4,35%) article only prepared a 
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table of specifications. Out of 22 articles that received expert opinions, six (27,27%) of them 

did not report the number of experts, while in four (18,18%) of these six articles, the 

qualifications of the experts were not specified. On the other, the qualifications and number of 

experts were reported in 16 (72,73%) articles.  When the researchers examined the 

qualifications of the experts whose opinions were received in the articles that reported the 

number and qualifications of experts, the experts were classroom teacher, maths teacher, 

academician, expert of language, expert of educational measurement and evaluation, expert of 

curriculum and instruction, expert of educational sciences or BİLSEM teacher. When it comes 

to the stage at which expert opinions were received, expert opinions were received while 

examining the item pool, after the pilot testing, after preparing the items, while choosing the 

items and before the final selection. Two (9,09%) of the articles did not specify at which stage 

expert opinions were received.   

When the findings about the construct validity were examined, it came out that there was no 

evidence of construct validity in 33 (84,62%) of the articles, while six (15,38%) of them 

provided evidence of construct validity. Examining the evidence of construct validity showed 

that factor analysis was done in three (50,00%) articles, model-data fit was reported in one 

(16,67%) article, a factor analysis was done, and model-data fit was reported at the same time 

in one (16,67%) article, inter-item correlation was examined in one (16,67%) article. 

Moreover, in one of the articles that conducted factor analysis, it was stated that internal 

validity would be high as PISA items were used in the study. In one other article that 

examined inter-item correlation, having items that could not be solved through memorization 

due to being real-life problems was provided as evidence of validity.  

When the researchers examined the findings regarding the criterion-related validity, there was 

not any evidence of criterion-related validity in 36 (92,31%) articles, while three (7,69%) 

articles provided evidence of criterion-related validity.  Two articles used end-of-the-year and 

end-of-the-term grades to calculate correlation with the scores obtained from the achievement 

test, which means that they made use of convergent criterion validity. In the other article, the 

researchers did the same analysis for the achievement test and course grades and examined if 

the same results were obtained or not. 

Results About the Setting of Test Administration   

When the findings about the setting of test administration were examined, it was clear 

that the setting or conditions were not specified in 25 (64,10%) articles. There was 

information about the conditions of test administration only in 14 (35,90%) articles. The 

conditions about which information was provided included administering the test on 

computer, duration of the test, the setting, how many days it took to administer the test, use of 

optic forms, providing test operators with an instruction and administering the test in line with 

these conditions.  

Discussion, Conclusion and Suggestions  

According to the study findings, the tests developed in the articles mostly included 

open-ended items that made it possible for students to construct their own answers. It was 

clear that more than half of the articles that made use of open-ended items developed a rubric. 

Most of the articles that developed a rubric used a holistic rubric. The reason why a holistic 

rubric was preferred in most articles might be that a holistic rubric enables a holistic 

evaluation, which means that it does not require separate criteria and so is more practical 

(Brookhart, 2018; Hunter et al., 1996). However, using an analytical rubric instead of a 
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holistic one to score open-ended questions can be recommended to test developers as 

analytical rubrics enhance reliability in terms of test sensitivity, they address student success 

in line with previously-determined criteria in a more detailed way, they are more likely to 

reveal which criteria the students master or fail, and they can give more accurate feedback 

(Brookhart, 2018; Goodrich-Andrade, 2000, 2001; Moskal, 2000; Mertler, 2000; Şahin, 

2019). Similarly, there are primary studies as well as reviews that conclude that analytical 

rubrics measure with a higher level of reliability when compared to holistic rubrics 

(Büyükkıdık, 2012; Jonsson & Svingby, 2007; Öksüzoğlu, 2022; Reznitskaya et al., 2009; 

Şanlı, 2010; Yıldıztekin, 2014). In addition to that, the researchers found out in the current 

study that one-third of articles that used open-ended items did not develop a rubric or did not 

give any information about that even if they did. Open-ended items are subjective in terms of 

scoring, which makes it more important to prepare a rubric in order to increase validity and 

reliability, because preparing a rubric will increase the objectivity in scoring (Goodrich-

Andrade, 2005; Moskal, 2000; Moskal & Leydens, 2000). Moreover, it can be recommended 

to report about the process of preparing a rubric and present an example rubric at least in 

order to reach transparency for test administers, researchers or readers.   

It was concluded that the tests developed were generally developed according to CTT. CTT is 

a theory that is frequently preferred by educators in the field in order to develop a test, obtain 

item and test statistics. The reason why this theory is mostly preferred might be that 

measurement and administration is easy when the test is based on this theory, most 

researchers including graduates are competent in this theory, it is easy to reach and use 

analysis programs developed in line with this theory. The other reason might be that test 

developers do not know about IRT. Also, the researchers might have resorted to CTT because 

the number of individuals that must be reached for item parameters prediction is high 

according to IRT, the process of developing a test according to IRT is complex, educators are 

generally not familiar with this theory and analysis programs and they might have 

assumptions (Crocker & Algina, 2006; De Ayala, 2009). However, when some conditions are 

met such as ensuring the assumptions, choosing a model that fits the data and reaching the 

appropriate sample size, IRT has the advantage of parameter invariance (predicting item and 

individual parameters separately) (DeMars, 2010; Doğan & Kılıç, 2017; Hambelton & 

Swaminathan, 1985; Hambleton et al., 1991, Lord & Novick, 1968). Moreover, IRT has 

another advantage of predicting item and individual parameters more accurately if the 

aforementioned conditions are ensured. When the studies that compared test development in 

accordance with CTT and IRT are reviewed, there are some studies in the literature that 

conclude that when the necessary conditions are met, there is no difference between the 

results obtained from the two theories, while there is a high relation between the scores and 

discrimination obtained from them (Akyıldız & Şahin, 2017; Çelen, 2008; Çelen & Aybek, 

2013, Mor-Dirlik, 2021). However, there are some other studies that underline that the scores 

obtained from the two theories are not interchangeable (Akyıldız & Şahin, 2017). In the light 

of this, test developers can be recommended to examine the assumptions/conditions regarding 

the theories first of all, and then decide on the test theory on which they will develop a test.  

It was found out at the end of the current study that almost all the articles examined within the 

scope of the current study reported the goal of the test, while all of them gave information 

about the study group which the test targets. Unlike the current study findings, Karadağ 

(2011) carried out a study to examine dissertations and found out that almost none of the 

studies examined within the scope of that study reported the reason why the related tests were 

developed. It is important to report the goal of the tests as this will give an idea to test 

administers and researchers/readers about what the test aims to measure, the fields where the 
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test can be used, difficulty of the test or if the content of the test complies with its goal 

(AERA et al., 2014), and this will be an evidence of validity regarding the measurements 

obtained from the test (Lane et al., 2016). Moreover, considering validation of a construct, the 

most important step is to define the construct (Tindal & Haladyna, 2012). As to the inclusion 

of test form or example items in the study, it was concluded that most of articles did not 

include the test form. Most of the articles that did not include the test form did not include any 

example items, either. This study finding is supported by the study conducted by Karadağ 

(2011), who found out that almost none of the dissertations included example items.  

Researchers can be recommended to include example items, if not the whole test form, in 

studies that develop an achievement test. It is important to include the whole test form or 

example items in the related study for the sake of effective feedback to the related individuals 

and institutions in terms of the conformity between the test goal and test content (AERA et 

al., 2014). Additionally, including the whole test form or example items can give an idea to 

test administers and researchers/readers about the content, level and understandability of the 

achievement test.  

Lane et al. (2016) state that designating the test content depends on writing effective test 

items and expert opinions. According to this, creating an item pool is an important step of test 

development process, while it was concluded at the end of the current study that most of the 

articles did not create an item pool. It was seen that most of the articles that created an item 

pool received expert opinions regarding the item pool. When the qualifications of these 

experts were examined, it was clear that the experts had different areas of expertise. Besides 

experts within the field, the articles received the opinions of experts studying in the field of 

educational measurement and evaluation, educational curriculum and instruction as well as 

teaching professionals, which can be considered as an evidence of validity. Furthermore, it 

was concluded that none of the articles received opinions of a language expert at this step. It 

is important to receive opinions of a Turkish language expert at this stage in order to ensure 

the appropriateness of the test to the level of students as well as its legibility and 

understandability. Because of that reason, test developers are recommended to receive expert 

opinions from Turkish language experts.  

The quality of items is generally assessed via examining the items and trying them, which is 

called as pre-testing. At this stage, the items are reviewed in terms of the content quality, 

clarity and variables that affect the responses of test takers but are not related to the construct 

that the test is trying to measure (AERA, et al., 2014). In this line, conducting a pre-testing 

after creating the item pool is important to calculate item and test statistics so as to choose the 

items and make the necessary changes/improvements, specify the setting and conditions to 

administer the test as well as the points that should be changed with the test form. In short, it 

is possible to identify the applicability of the test and find out how it can be improved by 

means of pre-testing (Enago, 2021). It was found out at the end of the current study that half 

of the articles that were examined within the scope of the current study did not conduct a pre-

testing or did not specify even if they did. Furthermore, a pilot testing can be conducted with 

a small sample group similar to the sample of the real study or interviews can be conducted 

about the items in order to identify if the items in the test are understandable (Haladyna & 

Rodriguez, 2013). In this line, test developers can be recommended to conduct pre-testing. 

Additionally, Karadağ (2011) conducted a study which examined the pilot-testing process and 

its results in developing an achievement test and found out that almost none of the studies 

examined report about the process and results of pre-testing. It was also concluded that most 

of the articles that conducted a pre-testing did not examine the statistics of item discrimination 

and item difficulty as an evidence of construct validity or they did not report about the results 
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even if they examined the related statistics. Moreover, considering the articles that conducted 

pre-testing, the number of articles that reported about test reliability was higher than the 

number of those that did not. Also, the articles that reported reliability coefficient mostly 

calculated KR-20 coefficient. Similarly, Mutluer and Yandı (2012) carried out a study that 

examined dissertations and concluded that the most frequently reported reliability coefficient 

is Cronbach alfa and KR20/21 coefficients. When the articles were reviewed to see if factor 

analysis was conducted in pre-testing, it was found out that none of the articles that conducted 

a pre-testing performed factor analysis. It was also revealed that any improvement/change 

was not performed in the item pool after the pre-testing in most of the articles, or they did not 

receive expert opinions to make a change/improvement even if they did. Besides, at the end of 

the pre-testing, some items were removed from the item pool in almost half of the articles 

although none of these articles specified how the removed item affected the content validity 

of the items. While deciding on removing or changing/improving an item based on the 

analysis during the pre-testing, it is of vital importance to carry out this process not only 

depending on statistics but also after receiving expert opinions on how content validity will be 

affected.    

The study findings show that only one of the articles that used multiple-choice test items in 

the real study made distractor analysis. It was also found out that item discrimination and item 

difficulty statistics, which are important evidence of validity, were not calculated or reported 

for the real study in most of the articles. It was seen that more than half of the articles reported 

test reliability coefficient during the real study. The articles that reported reliability coefficient 

mostly calculated Cronbach alfa coefficient. Unlike the current study findings, Evrekli et al. 

(2011) found out that in the dissertations examined within the framework of their study, the 

reliability process of the data collection tools was generally insufficient or partly sufficient. 

Also, Karadağ (2011) concluded that there were some mistakes about identifying the 

reliability.  

When the results about reliability are considered in general, it is clear that the number of 

articles that reported reliability coefficient in the real study was higher than those that 

reported it in pre-testing. However, reliability coefficient was reported neither in pre-testing 

nor in real study only in two articles. On the other hand, six articles reported reliability 

coefficient both in pre-testing and real study. When the results about validity are considered 

in general, it is obvious that most of the articles provided evidence of content validity, 

whereas almost none of the articles provided evidence of criterion validity. Moreover, when 

the evidences regarding the construct validity were examined in terms of factor analysis, 

model-data fit and inter-item correlation, most of the articles did not provide any of these 

evidences. This finding is supported by previous study findings in the literature. Evrekli et al. 

(2011) also concluded that the validity processes of the dissertations examined in their study 

were insufficient in general or partly sufficient. Similarly, Karadağ (2011) found out that 

there were some mistakes about identifying validity. In the light of the current study finding 

and previous study findings in the literature, test developers can be recommended to diversify 

evidences of validity regarding the tests they develop, examine if they measure in line with 

the test goal or not, and report the related results. Considering combined construct validity 

based on collecting evidence (Messick, 1995), it is very important to collect evidence in test 

development process, while providing evidence not only for content validity as a traditional 

validity, as is the case in the articles examined in the current study, but also for construct and 

criterion validity will strengthen the article methodologically. Moreover, as suggested by 

Cronbach (1989), unless construct validity is well-determined, it is prone to be too open-

ended and it can lead to an excessively long or even infinite process (cited by Lane, 2016). 
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It was concluded in the current study that the evidence of content validity that was most-

frequently used was receiving expert opinions. However, it was found out that more than one-

third of the articles did not receive expert opinions. Moreover, the qualifications and number 

of experts whose opinions were received were not specified in the articles that resorted to 

expert opinions. The current study finding was supported by Evrekli et al. (2011), who found 

out that the dissertations they examined did not receive expert opinions while developing a 

scale or test. Haladyna and Rodriguez (2013, p. 322) also indicate that it is necessary to resort 

to experts who will evaluate items and types of responses in developing items, and to report 

the demographic qualities, qualifications, and experiences of these experts in the study. In this 

line, test developers and researchers can be recommended to receive opinions of experts from 

various fields (the related field, language, assessment and evaluation, curriculum and 

instruction, etc.) in order to obtain valid measurements. In a few of the articles that were 

examined in the current study, a table of specifications was prepared as an evidence of content 

validity. Similarly, Evrekli et al. (2011) concluded in their study that a table of specifications 

was not prepared or was prepared inaccurately. Moreover, Boyraz (2018) conducted a study 

to examine dissertations and concluded that the analysis for the sake of content validity and 

the level of preparing a table of specifications were not sufficient.  

Lastly, when the setting of test administration was examined, it was seen that most of the 

articles did not give any information about how to administer the test, test duration or setting. 

Likewise, Karadağ (2011) stated that almost none of the dissertations examined in the study 

made explanations about how to score achievement tests and assessment tools, and especially 

about interpreting the scores obtained from data collection tools. It is important to report the 

setting and conditions to administer the test for those who will administer the test in the future 

and researchers, and so researchers are recommended to report on that.  

The current study aims at examining the achievement tests developed in the articles published 

between the years of 2015 and 2020 in the journals indexed in SSCI or ESCI in line with the 

previously determined criteria. Similar studies can be conducted in the future with an updated 

set of articles. Additionally, researchers can include journals of different indices or other 

articles indexed in the same journals in future studies. Apart from that, they can update and 

deepen the criteria. Lastly, future studies can be conducted in a different field from Maths, or 

with dissertations instead of articles as is the case in the current study.  
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